**2. Многомерная оптимизация**

**Цель работы:** Изучение различных методов безусловной многомерной оптимизации и сравнение эффективности их применения для конкретных целевых функций. Здесь вычисляются частные производные функции по переменным х1 и х2, после этого значения х1 и х2 обновляются (в направлении наибольшего убывания) этот шаг называется шагом спуска, он составляет 0.1, далее мы вычисляем изменение градиента, если и там условие

**Задание.** В соответствии с вариантом **м**инимизировать целевую функцию (табл.2.2) с точностью ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGAAIACQAAAADRWgEACQAAAwYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV34whmuQQAAAAtAQAACQAAADIKYAGiAwQAAAAwMDAxCAAAADIKYAFCAwEAAAAsMAgAAAAyCmABiAIBAAAAMDAcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAF8IClVA8RIA2J/zd+Gf83cgIPV34whmuQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAV4BAQAAAD0wHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAADxCAplQPESANif83fhn/N3ICD1d+MIZrkEAAAALQEAAAQAAADwAQEACAAAADIKYAEoAAEAAABlMAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtALnjCGa5AAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA). Методы минимизации целевой функции указаны в таблице 2.1. Оценить эффективность методов по количеству итераций.

**Таблица 2.1**

|  |  |  |  |
| --- | --- | --- | --- |
| **Вариант** | **Метод первого порядка** | **Метод второго порядка** | **Метод нулевого порядка** |
| 22 | 4 | 7 | 9 |

Принятые в таблице 2.1. обозначения:

4 – Метод покоординатного спуска.

7 – Метод Ньютона - Рафсона.

9 – Симплексный метод.

**Варианты заданий**

**Таблица 2.2**

|  |  |  |  |
| --- | --- | --- | --- |
| Вариант  задания | Вид функции | Ответ: | |
| 22 |  |  |  |

**4.**

**Единственно верный способ решения:**

***#include <stdio.h>***

***#include <stdlib.h>***

***#include <math.h>***

***#define sqr(x) ((x)\*(x))***

***double f(double\*);***

***int main(){***

***double \*x, \*df, h, eps = 0.0001, f0, df1, s, grad, dx = 0.0001; //Fixed eps to 0.0001***

***int i, m, t, n = 2; // Fixed n to 2***

***x = (double\*) malloc(sizeof(double)\*n);***

***df = (double\*) malloc(sizeof(double)\*n);***

***printf("Величина точности eps установлена равной = %lf\n",eps);***

***printf("Введите величину шага h = ");***

***scanf("%lf",&h);***

***printf("Введите предельное число итераций m = ");***

***scanf("%d",&m);***

***puts("Введите начальное значение переменных");***

***for(i=0;i<n;i++){***

***printf("x[%d] = ",i+1);***

***scanf("%lf",&x[i]);***

***}***

***t = 0;***

***do{***

***f0 = f(x);***

***s = 0;***

***t++;***

***for(i=0;i<n;i++){***

***x[i] += dx;***

***df[i] = (f(x)-f0)/dx;***

***x[i] -= dx;***

***}***

***for(i=0;i<n;i++){***

***x[i] -= h\*df[i];***

***}***

***df1 = f(x)-f0;***

***if(df1 > 0) h /= 2;***

***for(i=0;i<n;i++){***

***s += sqr(df[i]);***

***}***

***grad = sqrt(s);***

***} while(grad > eps && t <= m);***

***if(grad < eps && t <= m){***

***puts("Результаты оптимизации");***

***for(i=0;i<n;i++){***

***printf("\nx[%d] = %5.10lf",i+1,x[i]);***

***}***

***printf("\nзначение функции цели = %5.10lf",f0);***

***}***

***else{***

***puts("Решение не найдено");***

***puts("Уменьшите/увеличите величину шага или увеличьте предельное число итераций");***

***}***

***fflush(stdin);***

***getchar();***

***return 0;***

***}***

***double f(double \* x){***

***return 4 \* pow(x[0], 2) + 2 \* x[0] \* x[1] + 5 \* pow(x[1], 2) + 9 \* x[0];***

***}***

**1 вариант решения (мой):**

*#include <iostream>*

*#include <cmath>*

*#include <string>*

*using namespace std;*

*double fun(double x1, double x2) {*

*return 4 \* pow(x1, 2) + 2 \* x1 \* x2 + 5 \* pow(x2, 2) + 9 \* x1;*

*}*

*double gradient\_x1(double x1, double x2) {*

*return 8 \* x1 + 2 \* x2 + 9;*

*}*

*double gradient\_x2(double x1, double x2) {*

*return 2 \* x1 + 10 \* x2;*

*}*

*int main() {*

*double x1 = 0, x2 = 0;*

*double step = 0.01;*

*double eps = 0.0001;*

*int k = 0;*

*double df;*

*do {*

*double temp\_x1 = x1 - step \* gradient\_x1(x1, x2);*

*double temp\_x2 = x2 - step \* gradient\_x2(x1, x2);*

*df = sqrt(pow(x1 - temp\_x1, 2) + pow(x2 - temp\_x2, 2));*

*x1 = temp\_x1;*

*x2 = temp\_x2;*

*k++;*

*cout << "Iteration " << k << " , x1 = " << x1 << " , x2 = " << x2 << " , f(x) = " << fun(x1, x2) << endl;*

*} while(df > eps);*

*return 0;*

*}*

**Вариант решения по блок схеме***:  
#include <iostream>*

*#include <cmath>*

*int main() {*

*double x1 = 0.0;*

*double x2 = 0.0;*

*double e = 0.0001;*

*double delta\_f;*

*int k = 0;*

*int m = 0;*

*do {*

*double df\_dx1 = 2 \* x1 - x2 - 1;*

*double df\_dx2 = -x1 + 6 \* x2;*

*double d2f\_dx1\_2 = 2;*

*double d2f\_dx2\_2 = 6;*

*if (m % 2 == 0) {*

*double hx1 = 1.0 / d2f\_dx1\_2;*

*x1 = x1 - hx1 \* df\_dx1;*

*} else {*

*double hx2 = 1.0 / d2f\_dx2\_2;*

*x2 = x2 - hx2 \* df\_dx2;*

*}*

*delta\_f = std::sqrt(df\_dx1 \* df\_dx1 + df\_dx2 \* df\_dx2);*

*k++;*

*if (delta\_f < e) {*

*break;*

*}*

*m++;*

*} while (true);*

*double f\_x = 4 \* x1 \* x1 + 2 \* x1 \* x2 + 5 \* x2 \* x2 + 9 \* x1;*

*std::cout << "Результат: x1=" << x1 << ", x2=" << x2 << ", f(х)=" << f\_x << std::endl;*

*return 0;*

*}*

**2 вариант решения:***#include <iostream>*

*#include <cmath>*

*// Определение целевой функции*

*double target\_function(double x1, double x2) {*

*return 4 \* x1 \* x1 + 2 \* x1 \* x2 + 5 \* x2 \* x2 + 9 \* x1;*

*}*

*int main() {*

*double x1 = 0.0; // Начальное значение x1*

*double x2 = 0.0; // Начальное значение x2*

*double tolerance = 0.0001; // Заданная точность*

*int iterations = 0;*

*while (true) {*

*double gradient\_x1 = 8 \* x1 + 2 \* x2 + 9;*

*double gradient\_x2 = 2 \* x1 + 10 \* x2;*

*// Обновление значений переменных*

*x1 -= 0.1 \* gradient\_x1; // Пример шага спуска*

*x2 -= 0.1 \* gradient\_x2; // Пример шага спуска*

*double change = sqrt(gradient\_x1 \* gradient\_x1 + gradient\_x2 \* gradient\_x2);*

*iterations++;*

*// Проверка условия окончания итераций*

*if (change < tolerance) {*

*break;*

*}*

*}*

*double result = target\_function(x1, x2);*

*std::cout << "x^ = (" << x1 << "; " << x2 << "), f(x^) = " << result << std::endl;*

*std::cout << "Количество итераций: " << iterations << std::endl;*

*return 0;*

*}*
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**Единственно верный вариант решения:**

***#include <stdio.h>***

***#include <stdlib.h>***

***#include <math.h>***

***#define sqr(x) ((x)\*(x))***

***const double dx = 0.0001;***

***double \*df,\*\*d2f;***

***double f(double \* x){***

***return 4 \* pow(x[0], 2) + 2 \* x[0] \* x[1] + 5 \* pow(x[1], 2) + 9 \* x[0];***

***}***

***void invert(int n, int &q);***

***void for\_mat\_d2f(int n, double &grad, double &h, double \*x);***

***int main(){***

***int i,j,n = 2, q;***

***double eps = 0.0001, grad, s, h, \*x;***

***d2f = (double\*\*)malloc(sizeof(double\*)\*n);***

***for(i=0;i<n;i++)***

***d2f[i] = (double\*)malloc(sizeof(double)\*n);***

***x = (double\*) malloc(n\*sizeof(double));***

***df = (double\*) malloc(n\*sizeof(double));***

***// Инициализируем начальное значение переменных. Это может быть любые ваши числа.***

***x[0] = 1.0;***

***x[1] = 1.0;***

***do{***

***for\_mat\_d2f(n, grad, h,x);***

***invert(n,q);***

***if(q)***

***{***

***puts("Определитель равен нулю");***

***fflush(stdin);***

***getchar();***

***return 0;***

***}***

***for(i=0;i<n;i++)***

***{***

***s=0;***

***for(j=0;j<n;j++)***

***s+= d2f[i][j]\*df[j];***

***x[i] -= h\*s;***

***}***

***} while (grad >= eps);***

***puts("\nРезультаты оптимизации:\n");***

***for(i=0;i<n;i++)***

***printf("x[%d]=%5.10lf\n",i+1,x[i]);***

***printf("Значение функции цели = %5.10lf",f(x));***

***for(i=0;i<n;i++)***

***free(d2f[i]);***

***free(d2f);***

***free(x);***

***free(df);***

***fflush(stdin);***

***getchar();***

***return 0;***

***}***

***void invert(int n, int &q)***

***{***

***double \*\*a,t;***

***int i,j,k,m;***

***m = 2\*n;***

***a = (double\*\*)malloc(sizeof(double\*)\*n);***

***for(i=0;i<n;i++)***

***a[i] = (double\*)malloc(sizeof(double)\*m);***

***q = 0;***

***for(i=0;i<n;i++)***

***for(j=0;j<m;j++)***

***if (j<n) a[i][j] = d2f[i][j];***

***else***

***if (j ==n+i) a[i][j]=1;***

***else a[i][j]=0;***

***for(i=0;i<n;i++){***

***k=i;***

***do{***

***if(!a[k][i])***

***{***

***q=1;***

***if(k < n-1) k++;***

***else return;***

***}***

***} while(q);***

***if(q)***

***for(j=0;j<m;j++)***

***{***

***t=a[k][j];***

***a[k][j]=a[i][j];***

***a[i][j]=t;***

***}***

***for(j=m-1;j>=i;j--) a[i][j] /= a[i][i];***

***for(k=0;k<n;k++)***

***if(k!=i)***

***for(j=m-1;j>=0;j--)***

***a[k][j] -= a[i][j]\*a[k][j];***

***}***

***q=0;***

***for(i=0;i<n;i++)***

***for(j=0;j<n;j++)***

***d2f[i][j]=a[i][j+n];***

***for(i=0;i<n;i++)***

***free(a[i]);***

***free(a);***

***}***

***void for\_mat\_d2f(int n,double &grad, double &h, double\*x)***

***{***

***double s,s1,f0;***

***int i,j;***

***//расчет первых производных***

***f0=f(x); //s=0;***

***for(i=0;i<n;i++)***

***{***

***x[i] += dx;***

***df[i]=(f(x)-f0)/dx;***

***s = sqr(df[i]);***

***x[i] -=dx;***

***}***

***grad = sqrt(s);***

***//расчет вторых производных***

***for(i=0; i<n;i++)***

***{***

***s=-2\*f(x);***

***x[i] += dx;***

***s += f(x);***

***x[i] -=2\*dx;***

***s += f(x);***

***x[i] += dx;***

***d2f[i][i] = s/sqr(dx);***

***}***

***//расчет смешанных производных***

***for(i=0;i<n-1;i++)***

***for(j=i+1;j < n; j++)***

***{***

***s=f(x);***

***x[i] -= dx; x[j] -=dx;***

***s += f(x);***

***x[j] += dx;***

***s -= f(x);***

***x[i] += dx; x[j]-= dx;***

***s-= f(x);***

***x[j] += dx;***

***d2f[i][j] = s/sqr(dx);***

***d2f[j][i] = d2f[i][j];***

***}***

***s=0; s1= 0;***

***for(i=0;i<n;i++)***

***s+=sqr(df[i]);***

***for(i=0;i<n;i++)***

***for(j=0;j<n;j++)***

***s1+= d2f[i][j]\*df[i]\*df[j];***

***h=s/s1; grad = sqrt(s);***

***}***

*#include <iostream>*

*#include <cmath>*

*using namespace std;*

*// Функция для вычисления значения функции f(x1, x2)*

*double objectiveFunction(double x1, double x2) {*

*return 4 \* x1 \* x1 + 2 \* x1 \* x2 + 5 \* x2 \* x2 + 9 \* x1;*

*}*

*// Функция для вычисления градиента функции*

*void gradient(double x1, double x2, double& gradX1, double& gradX2) {*

*gradX1 = 8 \* x1 + 2 \* x2 + 9;*

*gradX2 = 2 \* x1 + 10 \* x2;*

*}*

*// Функция для вычисления матрицы Гессе*

*void Gesse(double x1, double x2, double& a11, double& a12, double& a21, double& a22) {*

*a11 = 8;*

*a12 = 2;*

*a21 = 2;*

*a22 = 10;*

*}*

*int main() {*

*double x1 = 0, x2 = 0; // начальные значения переменных*

*double deltaX1, deltaX2;*

*double epsilon = 0.0001; // заданная точность*

*double gradX1, gradX2;*

*double a11, a12, a21, a22;*

*int iterations = 0;*

*do {*

*gradient(x1, x2, gradX1, gradX2);*

*Gesse(x1, x2, a11, a12, a21, a22);*

*double determinant = a11 \* a22 - a12 \* a21;*

*double inverseA11 = a22 / determinant;*

*double inverseA12 = -a12 / determinant;*

*double inverseA21 = -a21 / determinant;*

*double inverseA22 = a11 / determinant;*

*deltaX1 = inverseA11 \* gradX1 + inverseA12 \* gradX2;*

*deltaX2 = inverseA21 \* gradX1 + inverseA22 \* gradX2;*

*x1 -= deltaX1;*

*x2 -= deltaX2;*

*iterations++;*

*} while (sqrt(deltaX1 \* deltaX1 + deltaX2 \* deltaX2) > epsilon);*

*cout << "x^ = (" << x1 << "; " << x2 << "), ";*

*cout << "f(x^) = " << objectiveFunction(x1, x2) << endl;*

*cout << "Number of iterations: " << iterations << endl;*

*return 0;*

*}*

**Из файла Вадима, Ньютон-рафсон**

*#include <iostream>*

*#include <contio.h>*

*#include <cmath>*

*#include <windows.h>*

*#define sqr(x) (x)\*(x)*

*using namespace std;*

*int n;*

*const double dx = 0.0001;*

*double fun(double x1, double x2) {*

*return 4 \* pow(x1, 2) + 2 \* x1 \* x2 + 5 \* pow(x2, 2) + 9 \* x1;*

*}*

*void point(double \*\*2df, double \*x, double \*df, double h){*

*double s;*

*int i, j;*

*for (i = 0; i < n; i++){*

*s = 0;*

*for (j = 0; j < n; j++)*

*s += d2f[i][j] \* df[j];*

*x[i] -= s\*h;*

*}*

*}*

*void Grad(double \*x, double \*df){*

*int i;*

*double f0;*

*f0 = f(x);*

*for (i=0; i<n;i++){*

*x[i] += dx;*

*df[i] = f(x) - f0 / dx;*

*x[i] -= dx;*

*}*

*}*

*double normGrad(double\*df){*

*int i;*

*double s;*

*s = 0;*

*for (i = 0; i < n; i++)*

*s += sqr(df[i]);*

*return sqrt(x: s);*

*}*

*void Gesse(double \*x, double \*\*d2f){*

*double s;*

*for (int i = 0; i < n; i++){*

*s = -2 \* f(x);*

*x[i] += dx;*

*s += f(x);*

*x[i] -= 2 \* dx;*

*s += f(x);*

*x[i] += dx;*

*d2f[i][i] = s/pow(x: dx, y: 2);*

*}*

*for (int i = 0; i< n - 1; i++)*

*for (int j = i+ 1; j < n; j++){*

*s = f(x);*

*x[i] -= dx;*

*x[j] -= dx;*

*s += f(x);*

*x[j] += dx;*

*s -= f(x)*

*x[j] += dx;*

*d2f[i][j] = s/pow(x:dx, y: 2);*

*d2f[j][i] = d2f[i][j];*

*}*

*}*

*int invert(double \*\*d2f){*

*double \*\*a, t;*

*int i, j, k, m, flag = 0;*

*m = 2 \* n;*

*a = new model \*[n];*

*for (i = 0; i < n; i++)*

*a[i] = new double [m];*

*for (i = 0; i < n; i++)*

*for (j = 0; j < m; j++)*

*if (j<n)*

*a[i][j] = d2f[i][j];*

*for (i = 0; i < n; i++){*

*k = 1;*

*while (!a[k][i]){*

*flag = 1;*

*if (k < n - 1) k++;*

*else return flag;*

*}*

*if (flag) for (j = 0; j < m; j++){*

*t = a[k][j];*

*a[k][j] = a[i][j];*

*a[i][j] = t;*

*}*

*}*

*}*
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**Решение на питоне 1:**

*import numpy as np*

*from scipy.optimize import minimize*

*# Определение целевой функции*

*def objective(x):*

*x1, x2 = x*

*return 4 \* x1\*\*2 + 2 \* x1 \* x2 + 5 \* x2\*\*2 + 9 \* x1*

*# Начальное приближение*

*x0 = [0, 0]*

*# Вызов функции минимизации с методом симплекса (Nelder-Mead)*

*result = minimize(objective, x0, method='nelder-mead', tol=0.0001)*

*# Вывод результатов*

*print("Минимум найден в точке:", result.x)*

*print("Значение целевой функции в минимуме:", result.fun)*

*print("Количество итераций:", result.nit)*

**Решение на питоне 2:**

*import numpy as np*

*# Определение функции*

*def f(x):*

*x1, x2 = x*

*return 4 \* x1\*\*2 + 2 \* x1 \* x2 + 5 \* x2\*\*2 + 9 \* x1*

*# Градиент функции*

*def grad\_f(x):*

*x1, x2 = x*

*df\_dx1 = 8 \* x1 + 2 \* x2 + 9*

*df\_dx2 = 2 \* x1 + 10 \* x2*

*return np.array([df\_dx1, df\_dx2])*

*# Градиентный спуск*

*def gradient\_descent(x, learning\_rate, iterations, precision):*

*for i in range(iterations):*

*gradient = grad\_f(x)*

*new\_x = x - learning\_rate \* gradient*

*if np.linalg.norm(new\_x - x) < precision:*

*break*

*x = new\_x*

*return x, f(x)*

*# Начальные значения и параметры*

*starting\_point = np.array([0, 0])*

*learning\_rate = 0.01*

*max\_iterations = 10000*

*precision = 0.0001*

*# Запуск градиентного спуска*

*result, min\_value = gradient\_descent(starting\_point, learning\_rate, max\_iterations, precision)*

*print("Минимум достигается в точке:", result)*

*print("Значение функции в минимуме:", min\_value)*

**Решение на питоне 1:**

**Решение на питоне 1:**

**Решение на питоне 1:**